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Magnetic measurements have been carried out on the Mn-intercalated transition-metal dichalcogenide Mn$_{0.25}$Ti$_{1+y}$S$_2$. The material, which contained a concentration $y=0.1$ of excess intercalated Ti, exhibited paramagnetic behavior at high temperatures with an effective moment per Mn ion of $\mu_{\text{eff}}=6.07\pm0.23\ \mu_B$, which shows that the system comprises localized Mn$^{2+}$ moments. A Curie-Weiss temperature $\Theta_{\text{CW}}=-26\pm1\ \text{K}$ indicated that antiferromagnetic interactions were dominant. Deviation from Curie-Weiss behavior below 100 K signaled the formation of antiferromagnetically correlated clusters. Bifurcation of the zero-field-cooled and field-cooled magnetizations below 20 K indicated a transition to a cluster-glass state. The cluster-glass state exhibited hysteresis and a loop shift indicating exchange bias. The behavior of the coercivity and exchange bias can be understood using a model in which frozen spins at the periphery of a cluster interact with the antiferromagnetically correlated interior.

I. INTRODUCTION

Transition-metal dichalcogenides possess a layered crystal structure in which intralayer bonds between the transition-metal atoms ($M$) and the chalcogen atoms ($Ch$) are strong but interlayer coupling from van der Waals interactions is relatively weak. These $MCh_x$ compounds can serve as hosts for foreign atoms, which are incorporated in the van der Waals gaps between the layers to form an intercalated system. A large number of such intercalated systems have been studied because they exhibit a rich variety of electronic and magnetic properties. For example, pure TiS$_2$ exhibits an unusual charge-density-wave (CDW) ground state, the origin of which has been hotly debated for many years. It was recently discovered that the introduction of Cu as an intercalant in TiS$_2$ leads, at a high enough doping level, to a superconducting ground state that competes with the CDW phase.

Titanium dichalcogenides intercalated with magnetic atoms are an enticing system for the investigation of the effects of itinerant carriers, disorder, and low dimensions on magnetism. For example, Fe,TiS$_2$ (where Fe is the intercalant) exhibits a succession of transitions at low temperatures from ferromagnetism (FM) to re-entrant ferromagnetism to spin glass (SG) as the concentration $x$ is decreased. This behavior is reminiscent of canonical three-dimensional spin glasses such as Au$_{1-x}$Fe$_x$. This resemblance is not accidental. In both types of materials, the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction is responsible for the exchange coupling between the localized moments. In spin-glass materials such as Au$_{1-x}$Fe$_x$ and Cu$_{1-x}$Mn$_x$ at low $x$ ($<5$ at. %), the spin-glass state is favored because of the random positioning of the substituted ions and the frustration induced by the oscillatory RKKY coupling. A greater concentration of substituents brings about ordering at short length scales (e.g., nearest and next-neighbor distances) and if the concentration of carriers is high enough, the RKKY interaction will favor long-range ferromagnetic ordering. In some cases, e.g., Au$_{1-x}$Fe$_x$, there is a re-entrant transition at low temperatures where the long-range ordered ferromagnetic state (that contains, however, substantial disorder) gives way to a cluster-glass (CG) state characterized by correlated regions of large but finite size.

In this paper, we examine the magnetic properties of Mn$_x$Ti$_{1+y}$S$_2$ with $x=0.25$ and $y=0.1$. The concentration $y$ represents excess Ti intercalated in the TiS$_2$ system along with Mn. The excess Ti, which typically attends the crystal-growth process, plays an important role in determining the magnetic behavior of the Mn ions as we argue below. Thus, we explicitly indicate the excess Ti in the chemical formula of the sample. Previous work has shown that Mn$_{0.2}$TiS$_2$ (with some excess Ti probably present) exhibits paramagnetic behavior for temperatures $T>15$ K. Below 15 K, the field-cooled (FC) and zero-field-cooled (ZFC) magnetizations no longer overlapped, which indicated the existence of a spin-glasslike state at low temperatures. As in Fe,TiS$_2$, the spin-glasslike behavior is likely driven by the RKKY interaction, which should be relatively strong due to the presence of a large number of itinerant carriers. The purpose of this work is to investigate the properties of this low-temperature state in Mn$_{0.25}$Ti$_{1+y}$S$_2$. The spin-glass material Cu$_{1-x}$Mn$_x$ at high Mn concentrations ($x>5\%$) exhibits intriguing characteristics such as hysteresis and loop shifts indicative of exchange anisotropy at low temperatures. By comparing these characteristics with those of Mn$_{0.25}$Ti$_{1+y}$S$_2$, we hope to shed light on the mechanism for these phenomena in disordered magnetic systems.

II. EXPERIMENTAL DETAILS

Mn-intercalated TiS$_2$ samples were grown in a two-step process by the vapor-transport method using iodine as a carrier agent. In the first step, TiS$_2$ powder was synthesized using pure powders of Ti and S placed in a fused silica ampoule. The ampoule was sealed under vacuum and heated.
to 750 °C for 3 days. The resulting submillimeter-diameter TiS₂ crystals were then thoroughly mixed with Mn powder and placed in a second ampoule and heated under a 700–800 °C thermal gradient for 2 weeks. The final product was a mixture of Mn-intercalated TiS₂ crystals with diameters ranging from 50 μm to several millimeters. Roughly half of the Mn was incorporated into the crystals, with the remainder forming a thin metallic film on the side of the ampoule.

After growth, the samples were examined with powder x-ray diffraction (PXRD) using a Rigaku Miniflex II system and energy dispersive x-ray spectroscopy (EDS) using a Bruker Quantax 200 spectrometer mounted on a Tescan Vega II scanning electron microscope. The PXRD measurements were taken on finely ground powder that had been passed through a 200-mesh (75 μm) sieve. The measurements showed the samples were single phase with a c-axis expansion consistent with a 25% Mn intercalation level. No signs of superstructure associated with structural ordering of the Mn ions were seen. The EDS measurements were taken on three or more larger single-crystal samples with clean surfaces prepared by exfoliation in air just before the sample was inserted into the microscope. Several readings were taken over the surface of each sample that was investigated. These measurements showed that the samples were homogenous with formula unit Mn₂TS₂, with x = 0.25 ± 0.02 and y = 0.1 ± 0.05. The rather large error in the excess Ti concentration reflects mostly variations between sample crystals used in the EDS measurements, suggesting local surface effects (e.g., due to oxidation). As mentioned before, excess Ti is a common issue in the synthesis of TiS₂ crystals. The extra Ti ions are located at intercalation sites with +4 and +3 oxidation states.

The Mn₀.₂₅Ti₁.₁S₂ sample used in our investigations consisted of a large number of small single crystals compacted in a cylindrical form to give a mass of 89 mg. dc magnetization measurements on the sample were performed with a Quantum Design physical property measurement system (PPMS) with the ac/dc magnetization option. The magnetic field was applied along the axis of the cylindrical sample. We also did measurements with the field perpendicular to the cylindrical axis to check for orientation effects. There were slight (<5%) differences in the magnitude of the magnetization at a given field but no qualitative differences in behavior. In performing all the measurements, we were careful to allow enough time for thermal equilibration of the sample and sample chamber to avoid spurious temperature-dependent hysteretic effects. When the sample was in “zero field,” i.e., no current in the superconducting magnet, the actual field experienced by the sample was the sum of the Earth’s field and the remanent field of the magnet (<10 Oe). Field cooling was done by cooling the sample in various applied fields from 100 K down to the measurement temperature. After the completion of a hysteresis-loop measurement at this temperature, the applied field was oscillated to zero and the sample warmed to 100 K. The sample was kept at 100 K for at least 10 min before setting the field for the next field-cooling process.

\[
\chi(=M/H) = \frac{N\mu_B^2 g^2 S(S+1)}{3k_B T - \Theta_{CW}} \frac{1}{C} = \frac{(8.82\pm0.04) \times 10^{-3}}{\text{emu K/g Oe}} = 6.07 \pm 0.23 \mu_B
\]

Measurement of the susceptibility \(\chi(=M/H)\) of the Mn ions in Mn₀.₂₅Ti₁.₁S₂ for temperatures in the range 2 K ≤ \(T\) ≤ 300 K indicated paramagnetic behavior for \(T > 100\) K. Figure 1 shows a plot of inverse susceptibility versus temperature for 100 K ≤ \(T\) ≤ 300 K along with a fit to the Curie-Weiss law \(\chi^{-1} = (T - \Theta_{CW}) / C\), where \(C = N\mu_B^2 g^2 S(S+1)/3k_B\) is the Curie constant and \(\Theta_{CW}\) is the Curie-Weiss temperature. It should be noted that the susceptibility data displayed in Fig. 1 were obtained by subtracting the contribution of TiS₂ to the total susceptibility of the sample. The susceptibility of TiS₂ was obtained by measuring a TiS₂ sample grown under similar conditions as the Mn₀.₂₅Ti₁.₁S₂ sample. The Curie-Weiss fit to the data is very good, with best-fit values of \(C = (8.82 \pm 0.04) \times 10^{-3}\) emu K/g Oe and \(\Theta_{CW} = -26 \pm 1\) K. Using the value \(x = 0.25 \pm 0.02\) obtained from EDS and PXRD, and taking the concentration of excess intercalated Ti to be 0.1 (±0.05), we obtain an effective moment value \(\mu_{eff} = g^2 S(S+1) = 6.07 \pm 0.23 \mu_B\) for a single Mn ion, in agreement with previous work on Mn₃Ti₂S₄. This value of \(\mu_{eff}\) is consistent with the value 5.92 \(\mu_B\) for an isolated Mn²⁺ ion, indicating that the magnetic behavior of the system is due to local Mn²⁺ moments. Though our experimental \(\mu_{eff}\) value agrees with the local-moment value for Mn²⁺, it is possible that our experimental quantity is a bit higher because of polarization effects due to the intercalated Ti ions.

FIG. 1. (Color online) Inverse susceptibility (1/\(\chi\)) versus temperature (\(T\)) for 100 K ≤ \(T\) ≤ 300 K. The measuring field was 1 kOe. The solid line is a fit to the Curie-Weiss law. The inset shows the 1/\(\chi\) data for temperatures down to 2 K. The data deviate from the Curie-Weiss fit at ~100 K.

### III. RESULTS

The inset of Fig. 1 shows the data for the entire temperature range of the measurements. The solid line is the fit described above. Clearly, below ~100 K, the data fall below the fit line; in other words, the slope of the \(\chi^{-1}\) versus \(T\) graph increases. If we define the effective moment of a Mn spin as...
it is clear that $p$ decreases for $T < 100$ K. This indicates that antiferromagnetically (AF) correlated regions, or clusters, are beginning to form. Note that the low-temperature deviation from the Curie-Weiss law is modest, which suggests the presence of competing FM interactions.

In Fig. 2, the ZFC magnetization and FC magnetization are plotted as functions of temperature. For the FC measurement, a cooling field of 1 kOe was applied at 100 K and the sample was cooled to 2 K in this field.

$$p(T) = \left[ \frac{N\mu_0^2 d(\chi^{-1})}{3k_B} \right]^{-1/2},$$

where $\Theta_{CW}$ is the Curie-Weiss temperature in zero applied field and $A$ is a parameter that depends on the strength of the anisotropy, the variance of the random exchange, and the number of components of a spin. The anisotropy is assumed to be weak relative to the exchange. The value of the exponent $p$ depends on the strength of the anisotropy relative to the field. In the strong anisotropy (strong irreversibility) regime, one finds $p = \frac{5}{2}$, which corresponds to the de Almeida-Thouless (AT) line for Ising spins. In the weak anisotropy (weak irreversibility) regime, $p = 2$, which defines the Gabay-Toulouse (GT) line. Using $T_{irr}$ as a measure of the transition temperature $T_g$, we fitted our data using Eq. (2).

where $T_g(0)$ is the transition temperature in zero applied field and $A$ is a parameter that depends on the strength of the anisotropy, the variance of the random exchange, and the number of components of a spin. The anisotropy is assumed to be weak relative to the exchange. The value of the exponent $p$ depends on the strength of the anisotropy relative to the field. In the strong anisotropy (strong irreversibility) regime, one finds $p = \frac{5}{2}$, which corresponds to the de Almeida-Thouless (AT) line for Ising spins. In the weak anisotropy (weak irreversibility) regime, $p = 2$, which defines the Gabay-Toulouse (GT) line. Using $T_{irr}$ as a measure of the transition temperature $T_g$, we fitted our data using Eq. (2).

$$T_g(0) = 21.4 \pm 1.2 \text{ K}, p = 0.32 \pm 0.04, \text{ and } A = 0.25 \pm 0.04 \text{ Oe}^{-0.52}.\text{ Clearly, our Mn}_{0.25}\text{Ti}_{1.1}\text{S}_2 system does not display either AT or GT behavior in the } H-T \text{ space that we investigated.}$$

Kotliar and Sompolinsky\textsuperscript{33} (KS) parametrized the problem theoretically in terms of the dimensionless variables $h = \mu H/k_BT$ and $d = D/k_BT$, where $\mu$ is the magnetic moment of a spin and $D$ is the strength of the random Dzyaloshinskii-Moriya (DM) anisotropy. Both $h$ and $d$ are assumed to be small. KS found that for $d > h^{2/3}$ (strong anisotropy regime), the exponent $p$ describing the shape of the $T_{irr}-H$ line is equal to $\frac{5}{2}$, i.e., AT-type behavior is recovered. For $d \ll h^{2/3}$ (weak anisotropy regime), GT-type characteristics ensue. However, if $h^{5/2} \ll d \ll h$ (intermediate anisotropy regime), KS obtained $p = \frac{5}{2}$, which is consistent with our best-fit value. For our data, $h < 1$ for field strengths smaller than $\sim 20$ kOe.
These results suggest that there is significant, but not strong, random anisotropy in the Mn
0.25Ti1.1S2 system. This is supported by the fact that the difference
$M_{ZFC}-M_{FC}$ remains modest down to the lowest measurement temperatures.

In Fig. 4, we present hysteresis data taken at $T=2$ K. The sample was cooled in zero field down to the measurement temperature. The maximum field magnitude during the cycle was 70 kOe; on this scale, the hysteresis-loop width is rather small. The magnetization varies linearly with the field at high fields with no hint of saturation at 70 kOe. Disordered systems such as SGs and CGs are typically very difficult to saturate because of frustration or random anisotropy. A high-field susceptibility can be generated by a relatively small number of “loose” spins that are weakly coupled to spins that are bound in short-range-ordered or long-range-ordered clusters. However, in our case, the slope of the linear portion of the $M$ versus $H$ graph (i.e., the high-field susceptibility) is only slightly less than the low-field susceptibility (both dc and ac) at $T_{irr}$. In fact, the value of the slope is virtually constant for temperatures between $T_{irr}$ and the base temperature of our measurements (2 K) as will be shown later in this section. It follows that the behavior at high fields is due to the “background” of antiferromagnetically correlated clusters, which constitutes the large majority of the spin system. The hysteresis that is superimposed on this background results from dissipation as the spin system is field cycled. The inset shows the data and fit in the low-field region. Fits were separated. For clarity, only the upper

To explore the effect of field cooling on the hysteresis loop, the Mn
0.25Ti1.1S2 sample was cooled from 100 K in a field of 20 kOe. The inset shows an expanded view of the data near the origin. The loop is shifted in the direction of negative fields.

axis, one of the hallmarks of exchange bias. Cooling from 300 K instead of 100 K in the same 20 kOe field produced no significant change in the hysteresis loop.

To investigate the hysteresis loop in a more quantitative fashion, we fitted the low-temperature $M(H)$ data to an expression consisting of two terms: (i) a linear term representing the dominant reversible response of the AF clusters and (ii) a phenomenological hysteretic term that captures the coercivity and exchange-bias effects. The expression is

$$M(H) = \chi_{AF}H + M_0 \left(\frac{2}{\pi} \tan^{-1} \left( \frac{H + H_c}{H_c} \right) \tan \left( \frac{\pi S}{2} \right) \right).$$

(3)

In Eq. (3), $\chi_{AF}$ is the background susceptibility, $H_c$ is the coercivity, $M_0$ is the saturation magnetization of the hysteretic component, and $S$ is a squareness parameter that describes the shape of the hysteresis loop ($0 < S < 1$). Note that the upper and lower branches of the loop were fitted separately. Figure 6 shows the same data presented in Fig. 5 along with the fit using Eq. (3). The fit is excellent over the entire range of field values. The upper inset shows the two components of the fit separated. For clarity, only the upper branch of the hysteretic component is shown. Its shape indicates that the magnetization of the hysteretic component is changing little with increasing field at 70 kOe. The lower inset shows the data and fit in the low-field region. Fits were also carried out for hysteresis data obtained using different cooling fields.

The values of the best-fit parameters for each value of $H_{cool}$ are presented in Table I. The temperature was 2 K in every case. There were slight differences between the values of $M_0$ and $S$ for the upper and lower branches of the loop; these values were averaged. The coercivity of the system was calculated as $H_c = (H_{c^{up}} - H_{c^{lo}}) / 2$ and the presumed exchange-bias field was obtained from $H_{EB} = (H_{c^{up}} + H_{c^{lo}}) / 2$. 

![Figure 4](image1.png)
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Recalling that the zero-field irreversibility temperature is associated with the CG phase below \(T_{irr} \). Finally, we note that the \(H_{c}^{ZFC} \) values of 3.06 kOe at 2 K and 2.23 kOe at 5 K are greater than one might expect for a system of spin-only Mn\(^{2+} \) ions. For example, in Cu\(_{1-x}\)Mn\(_{x}\), \(H_{c}^{ZFC} \) values are <100 Oe.\(^{14,18,19} \) In Mn-based FM semiconductors such as Ga\(_{1-x}\)Mn\(_{x}\)As, \(H_{c}^{ZFC} \) is typically <200 Oe.\(^{36} \)

**IV. DISCUSSION**

A. Cluster-glass state

The microscopic interactions and structure of Mn\(_{0.25}\)Ti\(_{1.1}\)S\(_{2}\) endow it with characteristics common to both canonical SGs such as Cu\(_{1-x}\)Mn\(_{x}\) and disordered, geometrically frustrated magnetic materials. The latter materials include, for example, II-VI-based diluted magnetic semiconductors (DMSs) (Ref. 37) and disordered geometrically frustrated antiferromagnets (GFAs).\(^{38,39} \) In canonical metallic SGs, the freezing transition is driven by disorder and frustration in the exchange coupling due to the oscillating RKKY interaction. The spin-glass behavior observed in both II-VI DMSs and GFAs is due to purely geometric frustration in the presence of disorder. In Mn\(_{0.25}\)Ti\(_{1.1}\)S\(_{2}\), however, the Mn\(^{2+} \) ions experience both geometric frustration (due to the hexagonally ordered nets formed by the Mn intercalants) and exchange frustration arising from the RKKY interaction. Further, in II-VI DMSs and disordered GFAs, the ratio \(T_{f}/T_{f}^{*} \) (where \(T_{f} \) is the freezing temperature) is relatively large. For example, in SrCr\(_{2}\)Ga\(_{2}\)O\(_{19}\), which is a GFA with a Kagomé lattice, \(T_{f}/T_{f}^{*} \approx 125.40 \) In contrast, \(T_{f}/T_{f}^{*} \approx 1 \) for Mn\(_{0.25}\)Ti\(_{1.1}\)S\(_{2}\). [We take \(T_{f}=T_{f}(0) \), i.e., the zero-field irreversibility temperature.] The small value of the \(T_{f}/T_{f}^{*} \) ratio arises from the fact that there are further-neighbor FM interactions (due to RKKY exchange) that partially offset the nearest-neighbor AF interactions. It should be noted that \(x=0.25 \) is the concentration corresponding to a \(2\alpha \times 2\alpha \) in-plane superlattice formation by the Mn intercalants. However, local departures from \(x=0.25 \) and the presence of excess Ti will likely result in only short-range positional ordering of the Mn ions, with groups of Mn ions being forced to smaller separation distances because of the highly charged Ti\(^{3+} \) or Ti\(^{4+} \) ions. This scenario is in agreement with Monte Carlo studies that we have done.\(^{41} \) This short-range spatial order, along with frustration of magnetic interactions, drives the observed transition to a cluster-glass state. We note that other workers\(^{12,42} \) have found paramagnetic behavior in

\[ T_{irr}(0)=T_{g}(0)=21.4 \text{ K} \]

**TABLE I.** Fitting parameters obtained when Eq. (3) in the text is used to describe the field-cooled hysteresis-loop data. Note that the 40 kOe cooling field was applied in the opposite direction to the other cooling fields.

<table>
<thead>
<tr>
<th>(H_{c}^{ZFC} ) (kOe)</th>
<th>(T ) (K)</th>
<th>(M_{0} ) (emu/g)</th>
<th>(H_{c}^{upr} ) (kOe)</th>
<th>(H_{c}^{lwr} ) (kOe)</th>
<th>(H_{c} ) (kOe)</th>
<th>(S )</th>
<th>(H_{EB} ) (kOe)</th>
<th>(\chi_{AF} ) (emu/g Oe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>1.73</td>
<td>3.04</td>
<td>3.07</td>
<td>3.06</td>
<td>0.078</td>
<td>0</td>
<td>1.8×10(^{-4} )</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>1.17</td>
<td>4.03</td>
<td>3.27</td>
<td>3.65</td>
<td>0.15</td>
<td>-0.38</td>
<td>1.8×10(^{-4} )</td>
</tr>
<tr>
<td>-40</td>
<td>2</td>
<td>1.33</td>
<td>3.15</td>
<td>3.58</td>
<td>3.36</td>
<td>0.13</td>
<td>0.21</td>
<td>1.8×10(^{-4} )</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>1.50</td>
<td>3.78</td>
<td>3.43</td>
<td>3.61</td>
<td>0.11</td>
<td>-0.18</td>
<td>1.8×10(^{-4} )</td>
</tr>
</tbody>
</table>

**FIG. 6.** (Color online) Field-cooled hysteresis-loop data at \(T=2 \) K fitted (bold lines) according to Eq. (3) in the text. The upper inset shows the variation in the two separate terms of the fitting function for the upper branch of the hysteresis loop. The lower inset presents an expanded view of the data and fit in the vicinity of the origin.
the domain state model to explain the coercivity and will make use of Kouvel’s AF cluster model in addition to at the highest fields. However, the linear contribution is component was comparable to that of the linear component. 

SG material such as Cu$_{1-x}$Mn$_x$ with a high concentration of Mn should bear some similarity in magnetic behavior to Mn$_{0.25}$Ti$_{1.1}$S$_2$. Kouvel$^{18,19}$ has carried out extensive investigations on Cu$_{1-x}$Mn$_x$ and Ag$_{1-x}$Mn$_x$ with $x$ between 0.05 and 0.3. The magnetic behavior for both high- and low-temperature regimes was indeed similar to what we have observed in Mn$_{0.25}$TiS$_2$. For example, in Cu$_{1-x}$Mn$_x$ and Ag$_{1-x}$Mn$_x$, there was Curie-Weiss behavior with negative $\Theta_{CW}$ at high temperatures, with a change in slope in the 1/$\chi$ versus $T$ graph at lower temperatures. In addition, hysteresis and exchange-bias-like effects were observed at low temperatures. Further, the low-temperature magnetization could be modeled as the sum of one component linear in the field and a second component that gave rise to hysteresis. There were also some notable differences: (i) in Cu$_{1-x}$Mn$_x$ and Ag$_{1-x}$Mn$_x$, the coercivity was smaller in magnitude than the exchange-bias field at the lowest temperatures. The opposite is true for Mn$_{0.25}$Ti$_{1.1}$S$_2$. (ii) In Cu$_{1-x}$Mn$_x$ and Ag$_{1-x}$Mn$_x$, at the lowest temperatures, the magnetization of the hysteretic component was comparable to that of the linear component at the highest fields. However, the linear contribution is dominant at high fields in Mn$_{0.25}$Ti$_{1.1}$S$_2$. To qualitatively explain the behavior of Cu$_{1-x}$Mn$_x$ and Ag$_{1-x}$Mn$_x$, Kouvel posited that statistical fluctuations in the distribution of Mn ions lead to antiferromagnetically correlated clusters with net moments that are generally not zero. Field cooling aligns these net moments, which remain partially aligned when the field is removed due to local anisotropy. A similar model was used to explain exchange bias in granular layers of AF CoO$^{43}$ We will make use of Kouvel’s AF cluster model in addition to the domain state model$^{44}$ to explain the coercivity and exchange-bias effects observed in Mn$_{0.25}$Ti$_{1.1}$S$_2$.

B. Remanent magnetization and exchange bias

In the domain state model, disorder (e.g., due to substitution or defects) leads to the formation of domains in an antiferromagnet or a large enough AF cluster. Due to the disorder, there are uncompensated spins that can be aligned by an applied field and the resulting magnetization becomes frozen in on cooling to a temperature below $T_p$. Domain walls pass preferentially through nonmagnetic sites to minimize exchange energy. Rough domain walls may also themselves develop a net magnetization during field cooling. The field-cooling results in a metastable state with a remanent magnetization that decays slowly with time after the cooling field is removed. The metastability is due to pinning of the domain walls by nonmagnetic atoms and by the interaction between the domain and domain-wall magnetizations. Of course, cluster-cluster interactions also give rise to metastability because of random anisotropy and RKKY-induced frustration. The remanent magnetization produced by field cooling gives rise to the irreversible part of $M(H)$. The unidirectional anisotropy that underlies exchange bias is due to a relatively small fraction of the remanent magnetization that remains pinned in the direction of $H_{cool}$ when the applied field is reversed and increased in magnitude.

In our model describing the low-temperature magnetic behavior of the Mn$_{0.25}$Ti$_{1.1}$S$_2$ cluster-glass system, we assume that the fraction of the remanent magnetization that rotates during hysteresis ($M_{free}$) interacts antiferromagnetically with the pinned fraction ($M_{pin}$). Further, $M_{free}$ is due to uncompensated spins at the surface of each cluster. Some AF domains (weakly pinned) also contribute to this magnetization. The pinned fraction of the remanent magnetization comprises the “interface” between the AF background in the interior of the clusters and the uncompensated spins at the boundaries. The pinned interface spins give rise to the exchange bias. Domains with strongly pinned walls will also contribute to $M_{pin}$. Our model is analogous to an “inverted” core-shell structure in which the FM shell interacts antiferromagnetically with the spins at the interface of the AF core.$^{45,46}$

On the basis of our model, the AF interaction between the “free” fraction (aligned with $H_{cool}$) and the pinned fraction after field cooling will cause the high-field magnetization ($M_0$ in our fits) to be reduced relative to the ZFC case (in which there is negligible remanent magnetization after cooling), as we observed. The AF interaction between $M_{free}$ and $M_{pin}$ also explains the decrease in $|H_{EB}|$ with increasing $|H_{cool}|$ seen in our measurements. For $|H_{cool}|$ greater than some critical value, further increase in the cooling field strength will increase the parallelism of $M_{free}$ and $M_{pin}$. This reduces the effective unidirectional anisotropy field in the direction of $H_{cool}$ and therefore $|H_{EB}|$ decreases. The increase in magnitude of the total remanent magnetization with increasing $|H_{cool}|$ should also increase $M_0$. This is indeed the trend that we observed.

We note that exchange bias has been observed in many inhomogeneous materials without well-defined interfaces between the two magnetic phases.$^{47}$ One example is the cluster-glass manganese material LaMn$_{0.7}$Fe$_{0.3}$O$_{3.4}$. The effect has also been observed in other phase-separated manganites such as Pr$_{1.3}$Ca$_{2.7}$MnO$_3$. In these manganese materials, the exchange-bias effect has been attributed to FM clusters embedded in SG-like host$^{48}$ or in an AF background.$^{49}$ The relatively small ratio of exchange-bias field to coercivity that we have observed in Mn$_{0.25}$Ti$_{1.1}$S$_2$ is likely due to the fact that the hysteretic phase is not an ordered ferromagnet; rather, it is a disordered, glassy phase and consequently a large unidirectional anisotropy (relative to the coercivity) is more difficult to induce. The absolute value of the exchange-

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$H_{ZFC}$ (kOe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.06</td>
</tr>
<tr>
<td>5</td>
<td>2.23</td>
</tr>
<tr>
<td>10</td>
<td>0.71</td>
</tr>
<tr>
<td>15</td>
<td>0.005</td>
</tr>
</tbody>
</table>

TABLE II. Zero-field-cooled coercivity (obtained from fits to the hysteresis data) versus temperature.
bias field is, however, quite significant and is greater than that in many other systems. We also note that the hysteresis-loop shift that we have observed is not due to the traversal of minor loops.\textsuperscript{30} The upper inset in Fig. 6 shows that the magnetization of the hysteretic component is changing little with increasing field strength at ± 70 kOe, indicating that the system is traversing a major loop.

### C. Hysteresis and coercivity

To understand the nature of hysteresis and coercivity in Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2}, it is instructive to examine theoretical considerations of hysteresis in the Sherrington-Kirkpatrick SG model\textsuperscript{51,52} and the random-field Ising model (RFIM).\textsuperscript{53} The effective local field at the position of each spin comprises contributions from isotropic exchange (RKKY and to a lesser extent superexchange), anomalous exchange (Dzyaloshinskii-Moriya), uniaxial anisotropy (e.g., magneto-crystalline, strain), and the applied magnetic field. Because of the disorder, the direction of the anisotropy axis will vary with position. The observed hysteresis is due to irreversible spin flips that occur when the spin at a site becomes unstable in its local field. A spin flip will typically cause other spins to become unstable and flip, creating an avalanche that ceases only when a new global metastable state consistent with the local-field values is achieved. The coercive field is the field \( H_c \) for which there is a metastable state with magnetization \( M(|H_c|)=0 \). The value of \( H_c \) will clearly depend on the energy landscape of the spin system. In systems in which the frustration and/or random anisotropy is relatively strong, spin flips will trigger only small avalanches—the energy minima are deep and plentiful. Changing the applied field \( H \) will cause only small changes in the magnetization; therefore, the hysteresis loop is more S shaped (\( S\rightarrow 0 \)). If there is significant FM exchange (or coherent anisotropy) tending to cause alignment along the direction of \( H \), spin flips will cause larger avalanches, leading to a more switching-like behavior during the hysteresis cycle, i.e., the loop becomes more square (\( S\rightarrow 1 \)). The remnant magnetization caused by \( H_{coool} \) gives rise to an effective field akin to an exchange (or coherent anisotropy) field and thus an increase in loop squareness should be expected upon field cooling, which we indeed observed.

In most layered (and core-shell) systems that exhibit exchange bias, the FC coercivity (\( H_{cFC}^{ZF} \)) is greater than the ZFC coercivity (\( H_{cZFC}^{ZF} \)). The reason is that when the FM layer rotates under the influence of a reverse field, it “drags” some of the AF boundary spins (aligned by field cooling) along with it due to the exchange coupling. The torque necessary to rotate these spins against the AF anisotropy field increases the coercivity. A similar explanation is obtained using our model for the magnetic behavior of Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2}: when the free fraction rotates, it drags some of the spins of the pinned fraction with it, thereby increasing the coercivity. It is also instructive to see that an increase in \( H_c \) under field cooling is consistent with the hysteretic behavior of the RFIM. As mentioned above, the unidirectional anisotropy field induced by field cooling, if significant compared to disordering fields (random field, random anisotropy), causes the hysteresis loop to have a greater slope near the coercive field. This switching-like behavior also increases the coercivity because a larger field will be required to initiate the large avalanches that lead to the switching of the magnetization.\textsuperscript{33}

The monotonic decrease in \( H_{cFC}^{ZF} \) with increasing temperature and its vanishing at \( T<T_f \) indicate that the hysteretic behavior and exchange bias in Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2} are associated with the cluster-glass phase. The decrease in \( H_{cFC}^{ZF} \) as the temperature rises is due to increased thermal fluctuations. Another factor may be that anisotropy strength tends to decrease with increasing temperature.

Finally, we comment on the unusually high coercivity in Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2} at low temperatures. A possible reason for this is the existence of excess Ti ions intercalated along with the Mn ions. Pure TiS\textsubscript{2} samples that we prepared exhibited paramagnetic behavior down to 2 K—our lowest accessible temperature. This paramagnetic behavior is likely due to intercalated Ti\textsuperscript{3+} ions. These ions are present in Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2} as well. The intercalated ions would enhance the probability of spin-orbit scattering between Mn\textsuperscript{2+} ions, leading to increased strength of the DM interaction. We note that the DM interaction has been strengthened in the Cu\textsubscript{1−x}Mn\textsubscript{x} spin glass by the addition of Au or Pt impurities.\textsuperscript{54}

### V. CONCLUSIONS

We have performed magnetic measurements on the Mn-intercalated transition-metal dichalcogenide material Mn\textsubscript{0.25}Ti\textsubscript{1+y}S\textsubscript{2}, which also had an excess intercalated Ti concentration \( y\approx 0.1 \). For temperatures between 100 and 300 K, Mn\textsubscript{0.25}Ti\textsubscript{1.1}S\textsubscript{2} exhibits Curie-Weiss paramagnetic behavior. The effective moment of a single Mn ion was found to be \( \mu_{eff}=6.07 \pm 0.23 \mu_B \); thus, the magnetism is due to local Mn\textsuperscript{2+} moments. A Curie-Weiss temperature \( \Theta_{CW} \approx -26 \pm 1 \) K indicated nearest-neighbor antiferromagnetic interactions. For \( T<100 \) K, deviation from Curie-Weiss behavior signified the onset of short-range AF order. The zero-field-cooled and field-cooled magnetizations bifurcated at \( \approx 20 \) K; below this temperature, the system froze into a cluster-glass state. In the CG regime, the system exhibited hysteresis and exchange bias. The magnetization as a function of field at 2 K in the CG regime was fit with a two-component function: one was linear in the field; the other described the hysteretic behavior with a phenomenological function. The fitting parameters included the coercivity, saturation magnetization, and squareness of the hysteretic component of the magnetization. Our key findings were: (i) the ZFC coercivity was lower than the FC coercivity; (ii) for cooling field strengths between 20 and 50 kOe, the exchange-bias field decreased with increasing cooling field; (iii) the ZFC coercivity decreases with increasing temperature; and (iv) a relatively large ZFC coercivity for a system of Mn\textsuperscript{2+} moments that vanished at a temperature below the zero-field cluster-glass freezing temperature. The behavior of the system was explained in terms of a model based on antiferromagnetically correlated clusters with regions of uncompensated spins at the surfaces. The relatively large coercivity is likely attributable to an enhanced Dzyaloshinskii-Moriya interaction strength due to spin-orbit scattering by the intercalated excess Ti ions.
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